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Module - 5 (Image Enhancement in Spatial Domain and Image Segmentation)

Basic gray level transformation functions - Log transformations, Power-Law transformations,
Contrast stretching. Histogram equalization. Basics of spatial filtering - Smoothing spatial
filter- Linear and nonlinear filters, and Sharpening spatial filters-Gradient and Laplacian.

Fundamentals of Image Segmentation. Thresholding - Basics of Intensity thresholding and

Global Thresholding. Region based Approach - Region Growing, Region Splitting and
Merging. Edge Detection - Edge Operators- Sobel and Prewitt.
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Basic gray level transformation functions

Enhancingan image provides better contrastand a more detailed image as compared
to non enhanced image.
The transformation function has been given below

S=T(r)

where r is the pixels of the input image and s iIs the pixels of the output image. T is a
transformation function that maps each value of r to each value of s.

Image enhancementcan be done through gray level transformations
There are three basic gray level transformation.

Linear

Log Transformation

Power — law Transformation NAMITHA RAMACHANDRAN



Linear transformation

First, we will look at the linear transformation. The linear transformation includes
simple identity and negative transformation.

Identity transition
In this transition, each value of the input image is directly mapped to the
other value of the output image.

That results in the same Input image and output image.




Negative transformation

The second linear transformation is negative transformation, which is an invert of
identity transformation.
In negative transformation, each value of the input image is subtracted from the L-1

and mappedioniaiSSEREERIEES In this the following transition has been dor

s=(L-1)-r
since the inputimage of Einstein is an
Input Image - - 8 bpp image,
so the number of levels in this image
are 256.
Putting 256 in the equation,

S=255-r
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Graph showing image negative of input with 256 different gray shades
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Logarithmic transformations

Logarithmic transformation further contains two types of transformation.
Log transformation and inverse log transformation.

The log transformations can be defined by this formula
s=clog(r + 1).

Where s and r are the pixel values of the output and the input image and c is a
constant.

The value 1 is added to each of the pixel value of the input image because If there is
a pixel intensity of O in the image, then log (0) is equal to infinity.

So 1 is added, to make the minimum value at least 1.
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During log transformation, the dark pixels in an image are expanded as compare to

the higher pixel values.
The higher pixel values are kind of compressed in log transformation.

Log transformation produces high contrast images .
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Inverse log transformation

The inverse log transform is opposite to the log transform.

Higher input pixel value, lower output pixel value.
Low contrast output image.
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Contrast=High Jftensity value-Low Intensity Value

InvLog Log




Power—Law (Gamma) transformations

Power Law Transformation is of two types of transformation nth
power transformation and nth root transformation.

Variation in the value of y varies the enhancement of the images. C is constant.

Different display devices / monitors have their own gamma correction, that’s why they
display their image at different intensity.

This type of transformation is used for enhancing images for a different types of display
devices.

The gamma of different display devices is different.

For example, Gamma of CRT lies in between 1.8 to 2.5, AT RN PR



Power-law transformation is similar to log transformation, but for different gamma,
value outputwill be different contrast images.

T
=
22
3
s
=
k=2
—
o

B2 0.9 1.

Input grey level




Output gray level, s

[
!

Id

Memalive

Loy

ldenmtty

gl

mith power

Imverse log

il

d. i

Imput gray lewvel, &

T




COMPUTER GRAPHICS
&

IMAGE PROCESSING
MODULE 5



Pilece-wise Linear Transformation

Piece-wise Linear Transformation 1Is type of gray level
transformation that is used for image enhancement.

It is a spatial domain method. It Is used for the manipulation of an
Image so that the result Is more suitable than the original for a

specific application.

Rather than using a well-defined mathematical function, we can use
arbitrary user-defined transforms
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Contrast Stretching:
Low contrast images occur often due to improper illumination or non-

linearly or small dynamic range of an imaging sensor. It increases the
dynamic range of grey levels in the image.

Contrast stretching is a process that expands the range of intensity
levels In an Image so that it spans the full intensity range of the
recording medium or display device.
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If slope=1,outputimage=inputimage

If slope>1, outputimageis brighter than

© . ;
§ the inputimage
g. If slope<l,outputimageis darkerthan
K7 inputimage
=
» 2
£
s
=1 )@, O<=r <=a
O
cil y.(r-a) +c, a<r<=b
100 150 200
Input intensity level, 7 z.(r-b)+d, b<r<=L-1

Explanatory illustration of contrast siretching transformation.
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Low contrast orginal Histogram of low contrast image
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Intensity Level slicing

This technique is used to highlight a specific range of gray levelsin a given image
(thresholding).

Other levels can be suppressed or maintained — Useful for highlighting features
INn an image.

Two basicthemes are:

One approachis to display a high value for all gray levels in the range of interest
and a low value for all other gray levels.

The second approach, based on the transformation brightens the desired range of
gray levels but preserves gray levels unchanged. NAMITHA RAMACHANDRAN



Highlighting a specific range of intensities in an image.
Approach 1 Approach 2

7
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0 A B L=1
display in one value(e.g white) all Brightens or darkens the
the values in the range of interest , desired range of intensities
and in another (e.g black) all other but leaves all other intensity

intensities levels in the image unchanged
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Histogram Processing

In digital image processing, the histogram is used for the graphical
representation of a digital image.

In a graph, the horizontal axis of the graph is used to represent tonal

variations whereas the vertical axis Is used to represent the number of
pixels in that particular pixel.

NamMiTHA RAMACHANDRAN
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Applications of Histograms

It is used to an image. Properties of an image can be predicted
by the detailed study of the histogram.

The by having the details of
Its histogram.

The according to the need by
having details of the x-axis of a histogram.

It Is used for . Gray level intensities are expanded
along the x-axis to produce a high contrast image.

Histograms are used In as It improves the appearance of
the Image.

If we have Input and output histogram of an image, we can determine
which Is applied In the algorithmyamma Rawacuaworan



Histogram Processing Techniques
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Histogram Equalisation

Histogram Equalization is a computer image processing technique used
to Improve contrast in images.

Histogram equalization is used for equalizing all the pixel values of an
Image, so that a uniformly flattened histogram is produced.

Histogram equalization increases the dynamic range of pixel values and
makes an equal count of pixels at each level which produces a flat
histogram with high contrast image.

While stretching a histogram, the shape of histogram remains the same
whereas in Histogram equalization, the shape of histogram changes and
it generates only one image. T e



Histogram equalization
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Histogram equalization of the following image

The maximum value of
' intensity in the image is 5
21=2 =(0,1)

22=4->(0,1,2,3)
23=8->(0,1,2,3,4,5,6,7)

Input image

Step 1

Gray 1 2 3 4 5 7
levels(rk)

No. of 2 7
pixels(nk)
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Gray 1 2 3 4 5 7
levels(rk)

No. of 2 7
pixels(nk)

Step 2: Histogram of input image

8
7
6
No of 5§
pixels
(nk) 4
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2
1
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Gray levels | No.of pixels | Probability Density Sk Sk HG
(k) (nk) Function(PDF)(P(rk)=nk/n) | (cumulative Distribution x SKX7'| Equalized
Function-CDF) max.gray level | levels
0 0 0 0 0 0
1 8 0.32 ———0.32 2.24 2
2 3 0.32«=—————0.64 4.48 4
3 2 0.08“— [—0.72 5.04 5
4 0 0 T p—07 5.04 5
5 7 028 = | —1 7 7
6 0) 0 — 1 5 Z
D, 0 0 -1 7 7




Gray levels | No.of pixels | Probability Distribution Sk Sk HG
(k) (nk) Function(PDF)(P(rk)=nk/n | (cumulative Distribution x SKX7'| Equalized
Function-CDF) max.gray level | levels
0 0 0 0 0 0
1 8 0.32 ———0.32 2.24 2
2 3 0.32«=—————0.64 4.48 4
3 2 0.08“— [—0.72 5.04 5
4 0 0 ‘(//’0.72 5 04 { 5
5 7 028 = | —1 7 -7
6 0 0 — 1 . 1+
D, 0 0 -1 7 7
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Gray levels | No.of pixels | Probability Distribution Sk Sk HG
(k) (nk) Function(PDF)(P(rk)=nk/n | (cumulative Distribution x SKX7'| Equalized
Function-CDF) max.gray level | levels
0 0 0 0 0 0
1 8 0.32 ———0.32 2.24 2
2 3 0.32«=—————0.64 4.48 4
3 2 0.08“— [—0.72 5.04 5
4 0 0 ‘(//’0.72 5 04 { 5
5 7 028 = | —1 7 -7
6 0 0 = 1 7 - 7
D, 0 0 -1 7 7




e Gray 2 4 5 7
Levels

No.of 2 7
pixels

Step 2: Histogram of outputimage
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Perform histogram equalisation on the following image its gray
level distribution iIs given

Gray 1 2 3 5 7
Level(rk)

No.of 10 10 2 12 16 4 2
pixels (nk)
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Gray levels | No.of pixels | Probability Distribution Sk Sk HG

(k) (nk) Function(PDF)(P(rk)=nk/n | (cumulative Distribution x SKX7'| Equalized

Function-CDF) max.gray level | levels

0 8 0.125 0.125 0.875 1

1 10 0.1562 /»0.28125 1.96875 2

2 10 0.15625=————0.4375 3.0625 | 3

3 2 0.03125— [ —0.46875 | 328125 |7 3

4 12 01875 — 065625 459375 | 5

5 16 025 = [ —090625 | 34375 | 6

6 4 0.0625 — 0.96875 | 678125 | [7

D, 2 0.03125 1 7 7




Gray 1 2 3 5 7
Levels

No.of 10 12 12 16
pixels
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Steps Involved In Histogram Equalisation

1. Identify and list gray levels present in your image.

..... For an image segmentlike this ,maximum intensity usedis 5 here,so
..... gray levels ranging from O to 7 ,because this range include 5 .

2. ldentify the frequency of each gray level.
E.g. in the above image gray level O frequencyis O ,gray level 1 frequencyis 8, gray level 2 frequency
Is 8 and so on.
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3. Histogram of Input image

Plot the histogram of input image based on gray levels and corresponding frequency
values.
4. Evaluate PDF -Probability Density Function (Normalising in the
range of 0-1)

Use the formula P(rk)=nk/n
Where nk=frequency of gray level , n= maximum gray level value

5. Evaluate CDF -Cumulative Distribution Function for each PDF
value.

NamMiTHA RAMACHANDRAN
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6. Multiply each cumulative value using the maximum gray value
in the above example gray levels ranging from 0...7, the maximum gray value is 7 (say n)
n xSK

7. Perform round off operation over each transformed value and
get the histogram equalised gray levels .

8. Using the histogram equalized gray levels and the frequency value
plot the histogram of the output image.

9. We can identify the output image segment by mapping
histogram equalised gray levels with initial gray levels .

NamMiTHA RAMACHANDRAN
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Basics of spatial filtering

The spatial domain enhancement iIs based on pixels in a small range
(neighbor).

This means the transformed intensity is determined by the gray values of
those points within the neighborhood, thus the spatial domain

enhancement is also called neighborhood operation or neighborhood
processing.

If the pixel in the neighborhood is calculated as a linear operation, it is
also called ‘linear spatial domain filtering’, otherwise, it’s called
‘nonlinear spatial domain filtering.

NamMiTHA RAMACHANDRAN



The process of spatial filtering with a 3 x 3 templates (also known as a
filter, kernel, or window).




The response ‘R’ to the template 1s:

R=w(-1,-1)*f (x-1, y-1) +w(-1,0) * f (x-1,y) + ...+ w( 0,0) * f (X, y)

+.. . +w(l,0)* f(x+1,y)+w (1, 1)* f( x+1, y+1)

For a filter with a size of (2a+1, 2b+1), the output response
can be calculated with the following function:

g(x,y) = Z Z w(s, D)f(x +s,y +1)

S=—da =—p

NamMiTHA RAMACHANDRAN



Smoothing Linear Filters

Image smoothingis a digital image processing technigue that reduces and suppresses
Image noises, also used for image blurring.

Remove small detailsfrom an image prior to object extraction.
Bridge small gaps in lines or curves.

In the spatial domain, neighborhoodaveraging can generally be used to achieve the
purpose of smoothing.

Commonly seen smoothing filters include average smoothing, Gaussian smoothing,
and adaptive smoothing.

It includes average linear filter and order statistics nonlinear filltQKS .. ramacuanoman



Average Filters

Also referred to as Lowpass filters.

The idea is to replace the value of every pixel in an image by the average of the
Intensity levels in the neighbourhood defined by the filter mask.

The applicationis noise reduction.

Edges are an important part of an image, applying average filters has undesirable side
effects of blurring an image.

NamMiTHA RAMACHANDRAN
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The figure below shows two 3x3 averaging filters.

1
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1

Weighted average filter

Standard average filter

Averaging linear filtering of an image f of size Mx N with a filter mask of

size mxn 1s given by the expression:

a b

2 Ew(é‘,f)f(x + 5,9 + f)

s=—q 1=-b

glx,y) = —

> D w(s,1)

s=—q i=-h




Result of applying Average Box filters




A spatial average filter in which all the coefficients are equal is known as box filters

In this weighted average filter, the middle cell is given the
highest weight, which means high priority, this will reduce
blurring during the smoothing process.

Weighted average filter

NamMiTHA RAMACHANDRAN



20 [ [s0 Joo [io0
Apply standard average filter for pixel at (3,3

30 [20 Jso [100 [100 L e

ENENCRENEDN -coso

ERENENENED
CECECEERGE

Standard average filter

1/9 [20x1+80x1+100x1+30x1+60x1+10x1+30x1+70x1+40x1]

NamMiTHA RAMACHANDRAN



uuuuuuApply standard average filter for pixel at (1,1)
ENERERENEMEY -
NENERCREIE

N o R

BCRERK

Standard average filter

EWWW

1/9 [0x1+0x1+0x1+0x1+20x1+30x1+0x1+30x1+20x1]
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Apply standard average filter for pixel at (2,3)

ENERERERED -« oo«
ERERCNEIES

ENENCRENED
ERENKRCNE
EECECEENCE

1/16 [30x1+50x2+80x1+20x2+80x4+100x2+30x1+60x2+10x1]

Weighted average filter

NamMiTHA RAMACHANDRAN



Order static(Nonlinear ) smoothing Filters

The response of the filter dependson the ordering or ranking of the pixels in the image.
Replacing the center pixel value with the value determined by the ranking result.

1. Median Filter

The filter replaces the value of a pixel in the image by the median of the gray levels
encompassed by the filter.

Provide excellent noise reduction compared to linear smoothing filters.

Cause less blurring in the image.

Most effective for removing impulse noise (salt and pepper noise).

NamMiTHA RAMACHANDRAN



Fxample:
PCoﬂ';idEI the following >=5 mage:

20 30 S0 20 100
30 20 80 100 | 110
25 255 0 0 120
30 30 S0 100 | 130
40 50 oD 125 | 140

Apply a 3=3 median filter on the shaded pixels. and write the filtered

A ge.

Soluwtiomn
20 30 S0 S0 100 20 30 50 80 100
30 20 20 100 | 110 30 20 20 100 110
25 255 70 0 120 25 255 T 0 120
30 30 20 100 | 130 30 30 20 100 130
40 50 o0 125 140 40 50 20 125 140

Sort: Sort

20, 2530, 30, 30, 70, B0, 80, 255 Q. 20, 30, 70, 80, 80, 100, 100, 255

20 30 S0 S0 100
30 20 80 100 | 110
25 255 70 0 120
30 30 80 100 | 130
40 50 o0 125 | 140

Sort
0, 70, 80, 80, 100, 100, 110, 120, 130

30 50 30 100
20 80 100 | 110
30 30 100 [ 120
30 80 100 | 130
50 o0 125 140

NamMiTHA RAMACHANDRAN
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Max Filter

To find the brightest pointsin an image.
Finds the maximum value in the area encompassed by the filter.
Reduces the pepper noise as a result of the max operation.

STEPS TOBEFOLLOWED

NamMiTHA RAMACHANDRAN
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-1

w on the whole matrix

The ocutput matnx B=
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MIN Filter

To find the darkest points in an image.
Finds the minimum value in the area encompassed by the filter.
Reduces the salt noise as a result of the min operation.

f(x,y)= min {g(s,1)}
(S\r)gksvi\jl =

NamMiTHA RAMACHANDRAN
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Sharpening spatial filters-Gradient and Laplacian

Sharpening filters highlight the details of an image.

Applicationsrange from electronic printing, medical imaging, industrial inspection, and
autonomous guidance in the military system.

Blurring vs Sharpening

4 Blurring/smooth is done in spatial domain by pixel averaging in a
neighbours, it is a process of integration =~

O Sharpening is an inverse process, to find the difference by the
neighborhood, done by spatial differentiation.
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Sharpening spatial filters seek to highlight fine detail

Remove blurring from images

Highlight edges

Sharpening filters are based on spatial differentiation

Derivative operator

Q

Q

This operator calculates the gradient of the image intensity at each point,
giving direction of the largest possible increase from light to dark and rate of
change in that direction.

Image differentiation
*» enhances edges and other discontinuities (noise)

<+ deemphasizes area with slowly varying gray-level values.




Foundation of sharpening spatial filters

~~ | The basic definition of the first-order derivative of a one dimensional function
f(x) is the difference

T _ fr - =+ D - )

| The second-order derivative of a one-dimensional function f(x) is the

difference
o | ZL = A+ S =D -2/ ()
f

A RAMACHANDRAN
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First and Second-order derivative of 2D

Let us consider an image function of two variables, f(x, y), at which time it will

_—_

be dealed with partial derivatives along the two spatial axes.
sl

v Iy _ofxy) of(xy)

Gradient operator
; OxOy Ox oy
(linear operator) o —

0 f(%,y) O f())

Laplacian operator V' =




g - st poi - o
S5 e ! :'
- 34 \‘(-Ramp ) Thmline\ P\
?; ‘\ '.' | Flat segment . :’.
0| N joN !
0
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Derivatives of an image: an example

Scan
line

Ist dervative (0
2nd denvative 0

Intensity

Intensity

Ve Intensity transition

Hp—-— .- (- - - - -
5 | “Constant “m, !
intensity ™. Ram /
= P g
4 s Step —_ /
3 = !
\ [
2 “m I
, I
1 \@—I—-—-l—-—@

0 x
l6l6l6|l6|s|ala|z]1]1|1]1]1]1]|6]|6]|6]|6|6]|=>
0-1-1-1-1-—1 0 O O O O 5 O 0 O 0
0-=1 0 0 0O 0 1 0 0 0 0 5=-5 0 0 0

S - ®
41— J.’:'-‘_
b
::-' — |Il 'II-\.
2 [
|4
1 |- jml [y
S | t A
0 |-@--l- JZI-—:--E-—EI—KEP—EI——E-—-EI?—L-I;I--IE--EI—-—-T
—1 = @@ ZETOCIOSSING ]
—2 L
=3 o Frst dervative ': ,'J
-4 0 Second derivative | ¢
sl “

3 sections:
1)Constant intensity
2)Ramp

3)Step

Note: at the step,
the second deriva-
tive switch the sign
(zero crossing).



Area of constant intensity: both first-order derivatives and second-order derivatives are
Zero.

First order derivative nonzero at onset of ramp and step .

The second-order derivative is nonzero at the onset and end of both the ramp and step.
First-order derivative is nonzeroand the second is zero along the ramp.

15t derivative detects thick edges while the second derivative detects thin edges.
2"d derivative has a much stronger response at the gray-level step than 1t derivative.

Second-order derivativeenhances fine details(thin edges,lines, including noise.)
than that of 15t order derivative.
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First Derivative r Filters

For a function fx, y) the gradient of fat coordinates (x, y) is given as:

V/ ~|G,|+]|G,]

Consider following image f(x, y)

Vf ~ (z7+228+z9)— (zl+2z_,+z3)|

- (z3+2z6+29)— (zl+2z4+z7)|




Some other 1st Derivative filters

pge detection

e detection
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Based on the previous equations we can derive the Sobel Operators

-1 | -2 | -1 -1 0 1
0 0 0 -2 0 2
1 2 1 -1 0 1

To tilter an image 1t 1s filtered using both operators and the results of which are
added together

.



» In a digital image, the second derivatives wrt. x and y are
computed as:

O%f

92 = f(x+1,y)—2f(x,y)+ f(x—1,y)
ﬂ = f(x + 1) — 2f(x, y) + f(x — 1)
57 = .Y Ly Ly

» Hence, the Laplacian results:

Vif(x,y) = f(x+1,y)+Ff(x—1,y)+ f(x,y+1)
+f(x,y —1) —4f(x, y)

» Also the derivatives along to the diagonals can be considered:

Vf(x,y) + f(x—1.y—1)+f(x+1, y+1)
+ f(x—1,y+1)+f(x+1. y—1)—4f(x.y)




Laplacian

filter (2)

0

0

THA RAMACHANDRAN
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Fundamentals of Image Segmentation.

Image Segmentation is the process by which a digital image is partitioned into
various subgroups (of pixels) called Image Objects, which can reduce the
complexity of the image, and thus analyzing the image becomes simpler.

Similarity Detection (Region Approach)

This fundamental approach relies on detecting similar pixels in an image — based on a
threshold, region growing, region spreading, and region merging so does
classification, which detects similarity based on a pre-defined (known) set of features.

Discontinuity Detection (Boundary Approach)

This is a stark opposite of the similarity detection approachwhere the algorithm
rather searches for discontinuity. Image Segmentation Algorithms like Edge
Detection, Point Detection, Line Detection follow this approach — where edges get
detected based on various metrics of discontinuity like intensity, etCyawrua Ravacuanoran



Thresholding - Basics of Intensity thresholding and Global
Thresholding.

Image thresholding is a technigue employed to facilitate easy image
segmentation for various image processing tasks.

Simple thresholding technique (Binary Thresholding)

In a simple thresholding technique, a standard threshold value is set and each pixel
value is compared with the threshold value. If the pixel value is less than the
mentioned threshold value then the value is set to O or else it is set to the maximum
value.

NamMiTHA RAMACHANDRAN



A thresholded image g(z,y) is defined as

)1, 0f f(z,y) > T
9(2:) ‘{0, if f(e,y) < T

where 1 is object and 0 is background

..|I||‘| ‘ll. ||‘H‘I| .
T
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Multiple thresholding:
a, if fle,y) > T,

glz,y)=<¢ b, W17 < flz,y) <T5 .

c, if fle.y) <1

‘lllllllll“‘llllll‘|‘|l -
T I
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Global thresholding: 7' is constant applicable over whole image

Variable (local/regional) thresholding: T changes over an image

Dynamic (adaptive) thresholding: 7' depends on spatial coordinates (z,y)

Multiple thresholding:
a, if flz,y) > T)
glz,y) =< b, if Ty < flz,y) <Ts .
c, if flz,y) <1
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e When the threshold T changes over the image, it is called
as variable threshold.

e Thisvariable threshold value at a point (x, y) can be
selected either based on neighbourhood of (x, y) or
based on spatial coordinates (x, y) itself.

e WhenT at any point (x, y) is a function of neighbourhood
of (x,), itis called as local threshold and when T at any
point (x, y) is a function of spatial coordinates (x, y)
itself, it is called as adaptive or dynamic threshold.
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The role of noise in image thresholding




Basics of Global Thresholding

When the intensity distributions of objects and background pixels are
sufficiently distinct, it is possible to use a single global threshold
applicable over the entire image.

We have algorithms for estimating automatically the threshold value for each image.
Iterative algorithm

Otsu’s method
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Iterative algorithm for automatic estimation of threshold 7=

(1) Select an initial estimate for T

Group G, (values > T)

(2) Segment image using ' — Group G- (values < T)

(3) Compute average intensity values for G1, Gy — my, m»

1
(4) Compute a new threshold value 7' = 5{??11 + Mo

(5) Repeat (2) through (4) until the difference in T in successive iterations
is smaller than AT

Average intensity is good initial estimate for T




Summary of Otsu’s algorithm

(1) Compute normalized histogram of the image, p; = Vi 0,....L —1
IS
(2) Compute cumulative sums, P;(k) = Zpg._ kEk=0,...,L —1
i=0
IS
(3) Compute cumulative means, m(k) = Z ip;, k=0,....L —1
i=0
L—1
(4) Compute global intensity mean, mg = Z i p;
i=0

imaPi (k) — m(k)]?
Pi(k)[1 — Pi(k)]
(6) Obtain the Otsu threshold, %*, that is the value of % for which o%(%k”) is

a maximum — if this maximum is not unique, obtain £* by avaraging the

values of £ that correspond to the various maxima detected
9 r =
: - oy 9B(ET)
(7) Obtain the separability measure 7(k*) = =)

(5) Compute between-class variance, o3(k) =

. k=0,.,.L—1




Region-based Segmentation Approach - Region Growing, Region Splittingand
Merging

A region can be classified as a group of connected pixels exhibiting similar properties.
The similarity between pixels can be in terms of intensity, color, etc. In this type of
segmentation, some predefined rules must be obeyed by a pixel to be classified into
similar pixel regions. Region-based segmentation methods are preferred over edge-
based segmentation methods Iin case of a noisy image. Region-Based techniques are
further classified into 2 types based on the approachesthey follow.

Region growing method

Region splittingand merging method
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Region Growing Technique

In the case of the Region growing method, we start with some pixel as the seed pixel
and then check the adjacent pixels.

If the adjacent pixels abide by the predefined rules, then that pixel is added to the
region of the seed pixel and the following process continues till there is no similarity
left. This method follows the bottom-up approach.

In case of a region growing, the preferred rule can be set as a threshold.

For example: Consider a seed pixel of 2 in the given image and a threshold value of 3,
If a pixel has a value greater than 3 then it will be considered inside the seed pixel
region. Otherwise, it will be considered in another region.

Hence 2 regions are formed in the following image based on a threshold value of 3.
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R1

R1

R2

R2

R1

R1

R2

R2

R1

R1

R2

R2

R2

R1

R1

R2

R2

R2

R1

R1

R2

R2

R2

R1

R1

R2

R2

R2

Original Image Region growing process with 2 as
the seed pixel.
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Splitting image into two regions
based on a threshold.




Region Splittingand Merging Technique

In Region splitting, the whole image is first taken as a single region. If the region does
not follow the predefined rules, then it is further divided into multiple regions (usually
4 quadrants) and then the predefined rules are carried out on those regions in order to
decide whether to further subdivide or to classify that as a region. The following
process continuestill there is no further division of regions required i.e every region
follows the predefined rules.

In Region merging technique, we consider every pixel as an individual region. We
select a region as the seed region to check if adjacent regions are similarly based on
predefined rules. If they are similar, we merge them into a single region and move
ahead in order to build the segmented regions of the whole image.

NamMiTHA RAMACHANDRAN



Usually, first region splitting is done on an image so as to split an image into
maximum regions, and then these regions are merged Iin order to form a good
segmented image of the original .

Apply region splitting on the following image. Assume the threshold value be<=4.

ECCRNCRN MR < < e

7-0=7>4 ,splitinto 4 quadrants




Higher value-Lower value>4 then split

R1

7-4=3<=4 ,NO split
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U
N

Higher value-Lower value>4 then split

R2

7-2=5>4 split

R21
7-5=2<=4 NO split

R22
7-4=3<=4 NO split

R23
6-4=2<=4 ,NO split

R24
3-2=1<=4 ,NO split
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Higher value-Lower value>4 then split

R3

7-0=7>4 ,split

R31
3-2=1<=4 NO split

R32
6-4=3<=4 ,NO split

R33
5-4=1<=4 ,NO split

R34
3-0=3<=4 ,NO split
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Higher value-Lower value>4 then split

R4

3-0=3<=4 ,No split
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Merging Higher value-Lower value>4 then split

Compare Higher value-Lower value>4 then split in both direction

R1 and R21 (MAX-7,MIN-5)
7-5=2<=4,merge
R21and R1 (MAX-7,MIN-4)

7-4=3<=4 MERGE

R1- R21 and R22 (MAX-7,MIN-4)

in
ni

7-4=3<=4 MERGE

U
N

R1-R21and R22 (MAX-7,MIN-4)
7-4=3<=4 MERGE
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Merging Higher value-Lower value>4 then split

Compare Higher value-Lower value>4 then split in both direction

R22 and R23 (MAX-7,MIN-4)
7-4=3<=4 ,merge
R23 and R22 (MAX-6,MIN-4)

e o o e o v 8 |8
6-4=2<=4 MERGE
e 7 s |7 | [5 [ &
um 4 |a R23and R32 (MAX-6,MIN-4)

Em
(NONCNCNONENONON
CNENCNEFERMCNON o

7-4=3<=4 MERGE
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Merging Higher value-Lower value>4 then split

Compare Higher value-Lower value>4 then split in both direction

R32 and R33 (MAX-7,MIN-4)
7-4=3<=4 ,merge
R33 and R32 (MAX-5,MIN-4)

3 R O O A A O

5-4=2<=4 MERGE
e 7 fe 7 5 s[4 |7
o !

R33and R34 (MAX-5,MIN-0)

CREmEs

EOEENONCEENONGE
2 2 4 7 .

(O O O O

O o O NN
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Merging Higher value-Lower value>4 then split

Compare Higher value-Lower value>4 then split in both direction

R32 and R33 (MAX-7,MIN-4)
7-4=3<=4 ,merge
R33 and R32 (MAX-5,MIN-4)

O O A A N

5-4=2<=4 MERGE
(A A O O O A
ENEEONE

R23and R32 (MAX-6,MIN-4)

CmCm O
(NONCNCNONENONON
CNENCNEFERMCNON o
O O O B O O

7-4=3<=4 MERGE
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Merging Higher value-Lower value>4 then split

Repeatthe same with all other regions and finally we get 2 regions

5 e fe & 7 |7 Je |8 |
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